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Figure 
S1
. 
(
A
) Histogram of age distribution. (
B
) Table of descriptive statistic for top 10 markers.
)





 (
Table S1. 
Table of 
hyperparameters
.
 
The best DNN in the ensemble has 
AdaGrad
 optimizer, 
PReLU
 activation function and 4 hidden layers with 2000, 1500, 1000, 500 neurons respectively and   got 0.803 of 
R
2
.
DNN architecture. Hidden units
Additional parameters. Activation function/Optimizer
ReLU
/
AdaDelta
ReLU
/
AdaGrad
PReLU
/
AdaGrad
1000-1000-500
0.742
0.77
0.773
1000-1000-1000-500
0.745
0.782
0.792
1000-1000-1000-1000
0.75
0.784
0.785
1500-1500-1500-1500
0.754
0.791
0.795
2000-1500-1000-500
0.755
0.792
0.805
2500-2500-2500-2500
0.745
0.775
0.781
)
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 (
Figure 
S2
. 
Analysis of the ensemble based on 
ElasticNet
 model.
 (
A
) Epsilon accuracy plot for constructing ensemble where DNNs are added with 
r
 increasing. (
B
)  Epsilon accuracy plot for constructing ensemble where DNNs are added with 
R
2
 
decreasing. (
C
) 
R
2
 
plot for constructing ensemble where DNNs are added with r increasing. (
D
) 
R
2
 
plot for constructing ensemble where DNNs are added with 
R
2 
decreasing
,
)
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Figure 
S3
. 
Learning curve of the best DNN in the ensemble.
 The green line is a training loss; blue is a validation loss. Training was stopped on 350 
epoch
 because of reaching a plateau. The DNN got 0.803 of 
R
2
.
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Descriptive statistics for top 10 markers by PFI method

Test name Mean |Std | Q25% |Q50% | Q75% | Min | Max
Albumin 43.57 |4.03 |41.61 [43.96 |46.14 [1.00 |59.25
Erythrocytes 476 |051 |4.44 [475 |5.09 [0.79(9.25
Glucose 557 |1.26 |499 (536 |5.80 [0.35|32.24
Alkaline phosphatase | 85.96 | 78.52 | 56.00 |70.00 |89.00 |1.00 |4337.00
Hematocrit 40.89 |4.43 |38.20 [40.90 |43.90 |8.00 |66.00
Urea 517 |2.21 [390 |490 |6.00 |(0.70|84.10
RDW 13.71(1.97 (12.70 |13.20 {13.90 |1.00|44.20
Cholesterol 548 |1.27 |458 |5.38 |6.26 |[1.00|20.19
Alpha-2-globulins 7.06 |[1.31 |[6.18 |6.86 |7.70 |[1.00|20.17
Lymphocytes 35.48 |10.07 | 29.00 |35.00 |41.30 [0.00 |98.00
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